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#### Abstract

This article discusses the Variance Inflation Factor (VIF), a tool used to test the assumption of nonmulticollinearity in regression analysis. VIF measures the correlation between variables in a regression model and its impact on the accuracy of analysis results. The article highlights that VIF can also be used to determine the presence of multicollinearity among variables in various types of analyses, including Hierarchical Cluster Analysis. While there are several programs or packages available to calculate VIF, they usually require a dependent variable input. To address this issue, the author aims to create a new package using Python to calculate VIF without the need for a dependent variable input. The program calculates VIF using the sequential elimination method, which involves removing one variable at each iteration of the for loop. In use, the user needs to input data in the form of a matrix, and the program will return a list of VIFs and information about the presence of multicollinearity in the data. The program provides an alternative method for evaluating multivariate data and the presence of multicollinearity, making the testing process easier and faster for data analysts and researchers.
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## I. Introduction

TTHE Variance Inflation Factor (VIF) is a tool used to test the assumption of non-multicollinearity in regression analysis [1]-[3]. VIF measures the extent of correlation between variables in a regression model and the impact of such correlation on the uncertainty or inaccuracy of the analysis results. While initially used for regression analysis, VIF can also be used to determine the presence of multicollinearity among variables in various types of analyses.
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One example of an analysis besides regression that utilizes VIF is Hierarchical Cluster Analysis [4]-[7]. This analysis is a data clustering method used to group objects based on similarities or differences in certain characteristics. In hierarchical cluster analysis, one assumption is the absence of multicollinearity among variables, so VIF is also used to evaluate this assumption.

There are many programs or packages in specific programming languages that can calculate VIF, such as Minitab [8] or the CAR package in R[9]. However, common multicollinearity tests like Minitab (Figure 1) and CAR initially require a dependent variable in regression assumption testing. Additionally, the Statmodels package in Python has a function to calculate VIF, although it does not require a dependent variable. However, Statmodels results may differ from those produced by Minitab, as seen in Figure 2.

```
Regression Analysis: Y vers... }~
```

比 WORKSHEET 1

Regression Analysis: Y versus $\mathrm{X} 1, \mathrm{X} 2, \mathrm{X} 3$

Regression Equation
$\mathrm{Y}=3.82-0.294 \mathrm{X} 1+0.388 \mathrm{X} 2+0.050 \times 3$

| Coefficients |  |  |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | :---: | :---: |
| Term | Coef | SE Coef | T-Value | P-Value | VIF |  |  |
| Constant | 3.82 | 1.00 | 3.80 | 0.019 |  |  |  |
| X1 | -0.294 | 0.212 | -1.39 | 0.237 | 1.71 |  |  |
| X2 | 0.388 | 0.205 | 1.89 | 0.131 | 1.18 |  |  |
| X3 | 0.050 | 0.264 | 0.19 | 0.860 | 1.94 |  |  |

Model Summary


Fig. 1. VIF result using Minitab

```
[1: import pandas as pd 
#print(data)
datanp = data.values
from statsmodels.stats.outliers_influence import variance_inflation_facton
a-variance_inflation_factor(datanp,e)
b=variance_inflation_factor(datanp,1)
c=variance,inf
12.404743490590356 3.3758700696055692 11.612786800721837
```

Fig. 2. VIF result using Package Statmodels in Python

As a solution to address these discrepancies, the author aims to create a new package using Python to calculate VIF without the need for a dependent variable input. The goal of this package is to produce the same output as Minitab, making the testing process for nonmulticollinearity assumptions in data analysis easier and faster.

## II. REASEARCH METHOD

In this study, the author used the Research and Development (R\&D) approach. R\&D research is a type of research aimed at producing a specific product. In this study, the product is a program to test multicollinearity using the VIF method. This program was built using the Python language.

## III. RESULT AND DISCUSSION

To determine the presence of multicollinearity, one way is to measure it using VIF. It is considered that there is no multicollinearity if the VIF value is < 5. To obtain the VIF value, it is actually very easy if we have learned multiple regression calculations. For example, if we have 3 variables $A, B$, and $C$, and we want to obtain the VIF value of variable A , the steps are as follows:

1. Form a matrix X of $\operatorname{size} \mathrm{n} x(\mathrm{k}+1)$, where k is the number of remaining variables other than the variable whose VIF is being sought. In this example case, $\mathrm{k}=2$, so the matrix size becomes n , where n is the number of observations. Fill the first column with all ones. Then fill the second column with data from variable B and the third column with data from variable C .
$X=\left[\begin{array}{ccc}1 & b_{1} & c_{1} \\ \vdots & \vdots & \vdots \\ 1 & b_{n} & c_{n}\end{array}\right]$
2. Form a Y matrix with size $\mathrm{n} \times 1$, where Y matrix contains data of the variable for which the VIF value will be calculated (in this example it is variable A).
$Y=\left[\begin{array}{c}a_{1} \\ \vdots \\ a_{n}\end{array}\right]$
3. Create a matrix I which is an identity matrix with size nx .
$I=\left[\begin{array}{ccc}1 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & 1\end{array}\right]$
4. Create a matrix J which is a matrix with all values equal to one and size n x n .
$J=\left[\begin{array}{ccc}1 & \cdots & 1 \\ \vdots & \ddots & \vdots \\ 1 & \cdots & 1\end{array}\right]$
5. Calculate the matrix H using the following formula: $H=X\left(X^{\prime} X\right)^{-1} X^{\prime}$
6. Calculate the Sum of Squares Total (SST) value using the following formula:
$S S_{T}=Y^{\prime}\left(I-\frac{1}{n} J\right) Y$
7. Calculate the Sum of Squares Regression (SSR) value using the following formula:

$$
\begin{equation*}
S S_{R}=Y^{\prime}\left(H-\frac{1}{n} J\right) Y \tag{7}
\end{equation*}
$$

8. Calculate the $\mathrm{R}^{2}$ value using the following formula:
$R^{2}=\frac{S S_{R}}{S S_{T}}$
9. Calculate the VIF value using the following formula:
$V I F=\frac{1}{\left(1-R^{2}\right)}$
Based on steps 1 to 9, a Python program code can be built which can be seen in Table 1.

## Table 1. Source Code mVIF.py

import numpy as np
def VIF(data):
VIF=[]
$\mathrm{k}=\operatorname{len}(\operatorname{data}[1,:])$
$\mathrm{n}=\operatorname{len}(\operatorname{data}[:, 1])$
$\mathrm{j}=0$
for i in range $(0, \mathrm{k})$ :
satu=np.ones((n,1))
$\mathrm{x}=\mathrm{np} . \operatorname{delete}($ data, $, 1,1)$
$x=$ np.hstack((satu,x))
$\mathrm{y}=$ data[:,i:i+1]
$\mathrm{mi}=\mathrm{np}$. identity $(\mathrm{n})$
$\mathrm{mj}=\mathrm{np}$.ones((n,n))
$m h=(x \cdot d o t(n p \cdot l i n a l g \cdot \operatorname{inv}((x \cdot \operatorname{transpose}()) \cdot \operatorname{dot}(x)))) \cdot \operatorname{dot}(x \cdot \operatorname{transpose}())$ $\operatorname{sst}=\left((\mathrm{y} \cdot \operatorname{transpose}()) \cdot \operatorname{dot}\left(\mathrm{mi}-\left(1 / \mathrm{n}^{*} \mathrm{mj}\right)\right)\right) \cdot \operatorname{dot}(\mathrm{y})$
$\operatorname{ssr}=((\mathrm{y} \cdot \operatorname{transpose}()) \cdot \operatorname{dot}(\mathrm{mh}-(1 / \mathrm{n} * \mathrm{mj}))) \cdot \operatorname{dot}(\mathrm{y})$
R2=ssr/sst
vif=1/(1-R2)
VIF.append(vif[0][0])
if vif $>5$ :
$j=1$
print(VIF)
if $\mathrm{j}==1$ :
print("Karena terdapat VIF yang lebih dari 5 maka dapat disimpulkan terjadi multikolinieritas.")
else:
print("Karena semua VIF kurang dari sama dengan 5 maka dapat disimpulkan tidak terjadi multikolinieritas.")
print("VIF ini dihitung menggunakan code pyhton yang dibuat oleh Angga Dwi Mulyanto")
return(VIF)
The following is the explanation of the Python code provided:

Table 2. Part 1
import numpy as $n p$
This line imports the numpy library which is used for mathematical operations and arrays.

Table 3. Part 2

## def VIF(data):

This initializes an empty list called "VIF".
Table 4. Part 3
$\mathrm{k}=\operatorname{len}(\mathrm{data}[1,:])$
n=len(data[:,1])
These two lines calculate the number of columns and rows in the input matrix, respectively.

Table 5. Part 4

This initializes a variable called " j " with the value of 0 .
Table 6. Part 5
for i in range( $0, \mathrm{k}$ ):
This starts a loop that iterates through the columns of the input matrix.

| Table 7. Part 6 |  |
| :--- | :--- |
| x=np.delete(data,i,1) |  |
| $x=n p . h s t a c k((s a t u, x))$ |  |
| $y=$ data[:,i:i $i+1]$ |  |

These three lines create three matrices:

- "x" is the input matrix with the i-th column removed and the "satu" matrix added as the first column.
- "y" is a column vector that contains only the i-th column of the input matrix.
- "satu" is the matrix of ones.

Table 8. Part 7
mi=np.identity(n)
mj=np.ones $((n, n))$
These two lines create two matrices:

- "mi" is the n-by-n identity matrix.
- "mj" is an n-by-n matrix filled with ones.

Table 9. Part 8
mh=(x.dot(np.linalg.inv((x.transpose()).dot(x))))).dot(x.transpose())
This calculates the matrix $H$ (Hat matrix) using the input matrix "x".
Table 10. Part 9
sst $=((y . \operatorname{transpose}()) \cdot \operatorname{dot}(\mathrm{mi}-(1 / \mathrm{n} * \mathrm{mj}))) \cdot \operatorname{dot}(\mathrm{y})$
ssin $=((\mathrm{y}$
$\operatorname{ssr}=((\mathrm{y} \cdot \operatorname{transpose}()) \cdot \operatorname{dot}(\mathrm{mh}-(1 / \mathrm{n} * \mathrm{mj}))) \cdot \operatorname{dot}(\mathrm{y})$
These two lines calculate the total sum of squares (SST) and regression sum of squares (SSR), respectively.

Table 11. Part 10

## R2=ssr/sst

vif=1/(1-R2)
These two lines calculate the R-squared and VIF values, respectively.

## VIF.append(vif[0][0])

This appends the calculated VIF value to the list "VIF".
Table 13. Part 12

## if vif > 5:

$\mathrm{j}=1$
This checks if the calculated VIF value is greater than 5 . If it is, the value of " j " is changed to 1 .

Table 14. Part 13
print(VIF)
if $\mathrm{j}=1$ :
print("Karena terdapat VIF yang lebih dari 5 maka dapat disimpulkan terjadi multikolinieritas.")
else:
print("Karena semua VIF kurang dari sama dengan 5 maka dapat disimpulkan tidak terjadi multikolinieritas.")
print("VIF ini dihitung menggunakan code pyhton yang dibuat oleh Angga Dwi Mulyanto")
return(VIF)
This block of code prints out the list of VIF values, and checks whether there is any VIF value that is greater than 5 . If there is, it prints out a message saying that there is multicollinearity. Otherwise, it prints out a message saying that there is no multicollinearity. Finally, it returns the list of VIF values.

In order to run the program, the following prerequisites are required:

1. Python 3 is installed on the computer (installation can be obtained at python.org)
2. Numpy package is installed on the computer (can be executed on cmd by pip install numpy)

Assuming we have a data.txt file with the following contents:


Fig. 3. Example of Data
Make sure data.txt and mVIF.py are in the same folder, then execute the command in table 1 which is saved as main.py and placed in the same folder as mVIF.py and data.txt. Running with code from Table 15.

Table 15. Running
import pandas as pd
import mVIF
data $=$ pd.read_csv('data.txt', delimiter $=$ " $\backslash t$ " $)$
datanp $=$ data.values
mVIF.VIF(datanp)
An example result of running the mVIF program can be seen in Figure 4.

```
AB IDLE Shell 3.9.1
Fie Edit Shell Debug Options Window Help
Fython 3.9.1 (tags/v3.9.1:1e5d33e, Dec T 2020, 17:08:21) [MSC 7.1927 64 bit (AMD64)] on win32
M,
#>S RESTART: D:\Angaa\2021\!!!!!!! Persiapan Lektor (Termasuk SK dan ST)\03. HKI VIF\Main.DY
l
```

Fig. 4. Result mVIF
After we validate it with the results in Minitab, it produces the same values.

The program is an implementation of Variance Inflation Factor (VIF) calculation on multivariate data using the Python programming language. VIF is a method used to evaluate the correlation influence between each variable to multiple linear regression model.

The program begins by defining a function called VIF that takes the data argument as input. The VIF variable is initialized as an empty list, then the variables k and n are calculated as the number of columns and rows in the data. The j variable is initialized as 0 and will be changed to 1 if there is a VIF greater than 5 , indicating the presence of multicollinearity in the data.

A for loop is used for each variable in the data. In each iteration of the for loop, the variable satu is initialized as a one matrix of size $\mathrm{n} \times 1$. The x variable is calculated by removing the i-th variable column from the data and adding a one column at the beginning, so x is of size nxk . The y variable is initialized as a matrix with one column containing the data from the i-th variable.
The identity matrix of size $\mathrm{n} \times \mathrm{n}$ (mi) and the ones matrix of size $\mathrm{n} \times \mathrm{n}(\mathrm{mj})$ are calculated. The H matrix is
calculated using the multiple linear regression formula, which results in a matrix of size $\mathrm{n} \times \mathrm{n}$. The Sum Square Total (SST) and Sum Square Regression (SSR) values are calculated using the appropriate formulas. The R2 and VIF values are calculated using the appropriate formulas. The VIF value is added to the VIF list.

If there is a VIF greater than 5, the j variable is changed to 1 . The program prints the VIF calculation results and provides information on whether there is multicollinearity in the data or not. The program returns a VIF list.

Note that the satu, x , and y variables function to form the X and Y matrices in VIF calculations. The mi and mj variables function to calculate the I and J matrices in SST and SSR calculations. The VIF calculation in this program is performed by removing one variable in each iteration of the for loop, then calculating the VIF for that variable. This method is called sequential elimination.

## IV. CONCLUSION

Based on the previous program explanation, it can be concluded that the program is an implementation of the calculation of the Variance Inflation Factor (VIF) on multivariate data using the Python programming language. This program can be used to detect the presence of multicollinearity in data.
The program calculates VIF using the sequential elimination method, which involves removing one variable at each iteration of the for loop, then calculating the VIF for that variable and providing information about the presence of multicollinearity in the data.
In use, the user needs to input data in the form of a matrix. The program will return a list of VIFs and print the results of the VIF calculations along with information about the presence of multicollinearity in the data.
In conclusion, this program is very useful for data analysts and researchers who want to evaluate multivariate data and evaluate the presence of multicollinearity in data without the need for a dependent variable as in regression analysis.
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