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 Investment is an interesting thing, especially property investment. The 
developer must also be careful in determining the price of the property. It 
should be noted that every year, both short-term and long-term, property 
prices increase and rarely go down. In determining the price, it is often also 
based on the features of the house such as the concept, location, bedrooms, 
etc. To predict house prices based on their features, the random forest has a 
good performance for predicting house prices. However, the random forest 
method has the disadvantage that if you use too many variables, the training 
process will take longer and feature selection tends to select features that are 
not informative. One way to reduce features without removing other features 
is to use Principal Component Analysis. In this research, the method used is 
Principal Component Analysis (PCA) and Random Forest. From the results 
of model training, it can be concluded that the use of model evaluation 
results using PCA has a smaller error rate and more consistent values, with 
an average of 0.018. While the results of the evaluation without PCA and 
using only Random Forest have a higher error value with an average of 
0.03125. The training time using the PCA model has a faster time, with an 
average of 7918 milliseconds, while those using only random forest without 
PCA have an average time of 8975 milliseconds. 
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1. INTRODUCTION  

Investment is an interesting thing, especially property investment. Since 2011, this property 
investment has increased both in demand and sales and not only that, according to the Indonesian 
Statistics Center, in East Java, 50% of the population is classified as young and this young 
generation will need a home in the future. [1]. It should be noted that every year, both short-term 
and long-term, property prices increase and rarely even go down [2]. Some countries use the HPI or 
House Price Index to calculate the increase in house prices [3], but the physical condition, concept, 
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location, number of bedrooms, bathrooms, and building size also influence determining house 
prices [1][4]. 

The random forest method was created by Leo Breimen [5]. This random forest method 
can be used to solve classification problems [6] or regression problems[7]. Random Forest 
performs well and has a lower error rate than others in house price prediction [8]–[12]. 
Shahhosseini et.al. [9] conducted a research prediction on house prices using two types of datasets, 
namely the Boston and Ames house datasets. His research uses seven algorithms used in making 
machine learning models. The random forest method obtained has a low error rate of 0.0183. In 
another study conducted by Ja'far et al. [8] regarding literature review research related to house 
price prediction. It was found that the best method found was the Random Forest method. Random 
Forest performs better than others in terms of house prediction. 

Random forest has the disadvantage of making a large number of decision trees, this 
method can provide a high level of accuracy and can avoid overfitting problems, but it has the 
disadvantage of a long training time [11] because random forest is classified as an ensemble 
learning concept, namely the concept which averages the results of multiple decision trees applied 
to the data set to improve accuracy. In addition, randomization on bagging samples and feature 
selection on random forests tend to select features that are not informative for node separation [13]. 
This makes the random forest method have poor accuracy when using high-dimensional data. 

Feature selection is a step to get good performance [13]. In addition, reducing the number 
of features in the random forest method can speed up the performance of the model. One method 
used to reduce features without removing other features is using Principal Component Analysis 
[14], [15]. The use of PCA and random forest can improve performance to be more effective, and 
efficient and can provide high accuracy values and low errors [16]–[20]. In another study related to 
random forest and PCA, Waskle [21] conducted a study related to IDS, or intrusion detection 
system, to help find attacks on systems and intruder detection, it was found that random forest and 
PCA have more efficient performance in terms of accuracy compared to other techniques such as 
SVM, Decision Tree, and Naïve Bayes, with a value performance time of 194400 milliseconds, and 
has an accuracy of 96.78%, and has an error value of 0.21%. Not only with random forests, but 
using PCA with other methods can also improve performance to be more effective and proven to 
improve accuracy [22]–[24]. 

In another study conducted by Čeh regarding predicting apartment prices using the random 
forest method combined with the principle component analysis method. Later the performance 
results from the random forest method will be compared with the commonly used hedonic model 
based on multiple regression to predict apartment prices. The data set includes 7407 apartment 
transaction records referring to real estate sales from 2008-2013 in the city of Ljubljana, the capital 
of Slovenia. From the research results, it was found that random forest and PCA showed much 
better results for predicting with a MAPE value or an error of 7.27% [20]. 

From the previous explanation, it is necessary to conduct research that is used to develop a 
system that can later help property business people to predict property prices that are used to 
maximize profits. A method is needed to make price predictions based on the features of the 
property. In this research, the method used is Principal Component Analysis and Random Forest 
 
2. RESEARCH METHOD  

This research design describes how the system to be built works. Beginning with collecting 
data on housing sales in the city of Malang, taken from the results of scraping the rumah.com 
website. After data collection, the next stage is the preprocessing stage where principal component 
analysis is applied. Then for system planning use an experimental model with the random forest 
method. Next is to look at the evaluation results and analyze them and draw conclusions. The flow 
of the research process can be seen in Figure 1. 
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Figure 1. Research Design 

In this case, the input used is a property specification, wherein the property specification 
has several feature variables owned by the property and the price of the property. The method used 
is the random forest method. Then for optimization, this study used Principal component analysis. 
Then the output of the system to be built is a prediction of house prices. The system design process 
is depicted in Figure 2 

 

 
Figure 2. Design System 

Before the data enters the modeling stage, the data is first processed to obtain the 
information contained in the data and processes the data according to modeling standards. There 
are two stages, namely the first stage is exploratory data analysis and the second stage is the data 
preparation stage. 

The first stage is exploratory data analysis or often called EDA. Exploratory data analysis 
can provide insights and check for data errors without a direct impact on the model[25]. 
Exploratory data analysis can also detect errors, find appropriate data, and can also find 
correlations between variables [26]. In this exploratory data analysis stage, several things will be 
done, namely variable descriptions, handling outliers and missing values, univariate analysis, and 
multivariate analysis. Description of variables to identify and describe the properties of the data 
received by these variables. Then Handle Outliers and Missing Values. Outliers are values that are 
very different from most of the data in a variable. The missing value is data that is not available or 
not recorded in a variable. There are several ways to detect outliers, one of which is using the IQR 
method[27]. IQR stands for Inter Quartile Range. IQR method (Interquartile Range method) is a 
technique to determine whether a value is an outlier or not. IQR is based on the concept that values 
that are outside the interquartile range (Q3-Q1) can be categorized as outliers. After detecting 
outliers, the next step in the EDA stage is univariate analysis, multivariate analysis[28]. Univariate 
analysis is a data analysis technique that focuses on only one variable. The goal is to understand the 
characteristics of a variable, such as distribution, central tendency, and variability. After univariate 
analysis, the next step is multivariate analysis. Multivariate analysis is a data analysis technique 
that focuses on more than one variable at a time. The goal is to understand the relationships 
between variables and how one variable affects another. 

The second stage is the data preparation stage. The data preparation stage is carried out to 
carry out the data pre-processing process before the data enters the modeling stage. This stage is 
important because at this stage the data will be transformed into data suitable for the modeling 
process. In the data preparation stage, there are several things to do, namely data encoding, then 
dimension reduction using principal component analysis, data split, and finally normalization. Data 
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encoding is the stage where categorical data will be converted into numeric data using a one-hot 
encoding technique. One-Hot encoding is one way to convert categorical data into numeric data 
and represent categorical values as bit vectors [29]. In this stage, each categorical data will be 
coded into a dummy feature which is converted to zero or one. Then the next step is dimension 
reduction with PCA. This PCA optimization is in the data preparation stage. Principe Component 
Analysis or PCA is a data analysis technique used to reduce the dimensions of a dataset while 
maintaining information in the dataset. Then split the data to divide the training data and testing 
data. Then the next stage is normalization. This normalization stage is the stage where the values 
contained in the data will be changed to a value range of 0-1. this feature transformation process 
results in an enhanced and continuous data set that machine learning can easily understand [30]. 

To ensure the method used is good or not, namely by testing it. To evaluate the regression 
model technically, it only calculates the difference between the actual value and the predicted 
value, which in this case can be called an error. To test, the matrix that will be used is the RMSE 
matrix. RMSE measures the square root of the mean squared error of the actual value and the 
estimated value. If the RMSE value is getting smaller, the performance of the model is getting 
better [31]. For more details described in the flowchart in Figure 3 

 

 
Figure 3. Flowchart Principal Component Analysis and Random Forest Research 

3. RESULTS AND DISCUSSION  
This section presents the results of the research as well as a comprehensive discussion. 

Explanation of the steps and results of the analysis. Here is an explanation. 
 
3.1.  Exploratory Data Analysis - Variable Description 

Data collection in this study uses public data, taken from scraping results from the Malang 
City housing sales website, namely from the rumah.com website. In the dataset, there are 6130 
rows and 11 columns 

Table 1. Dataset Type and Description 
Variable Type Data Type Description 

Number of Bedrooms Features Float Number of bedrooms in the house for sale 
Total Bathrooms Features Float Number of bathrooms in the house to be sold 

Surface Area Features Float The area of the house in square meters 
Price per Meter Features Float The price value of a house is calculated per square meter 

Address Features Object Location of the house being sold 
Building Area Features Float Building area in square meters 

Certificate Features Object Certificate of sale of a house 
Interiors Features Object The type of interior that is in the house 
Parking Features Float The number of parking spaces in the house 

Electricity Features Float The electrical voltage at the house is sold in watts 
price Target Float Value of the price of the house being sold 
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3.2.  Exploratory Data Analysis - Handle Missing Values and Outliers 
 This stage will see which data has a missing value. Following are the results of missing 

value detection 

 
Figure 4. Missing Value 

From Figure 4 it can be seen that the parking and interior data have a very high missing 
value, so this variable will be omitted because it will affect the performance of the model. While 
the electricity variable has a missing value of 909 which will be filled with the average value of the 
electricity variable. 

After checking the missing value, the next step is to detect outliers. Then after checking 
whether there are outliers or not, to handle outliers here using the IQR method, after the function is 
run the row that has this outlier value will be deleted. 

 
3.3.  Exploratory Data Analysis - Univariate Analysis 

 This stage is the stage for analyzing the dataset used. In the dataset used, 2 types of 
categorical data are still used, namely address data and certificates. For numerical features, the 
target feature will be analyzed, namely the price variable 

 

 
Figure 5. Address Value 

From the visualization in Figure 5, it can be concluded that Lowokwaru District has the 
highest number of house sales, namely 1677 or 34.8% and Klojen District has the least number of 
house sales, 174 or 3.6%. 

 

 
Figure 6. Certificates Value 
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From the visualization in Figure 6, it can be concluded that houses that have SHM 
certificates - Freehold Certificates have the highest number, namely 4440 or 92.1%, and AJB - Sale 
and Purchase Deeds have the smallest number, namely 17 or 0.4%. 

 

 
Figure 7. Price Value 

 
From the visualization of Figure 7, some information can be obtained 

• The price increase is proportional to the decrease in the number of samples/number of 
houses. It can be seen from the graph that it has decreased with the number of samples 

• The distribution of prices is skewed to the right, indicating that this will influence the 
model. 

3.4.  Exploratory Data Analysis - Multivariate Analysis 
 This stage is the stage to find out the relationship between two or more variables used in 

the data. 
 

 
Figure 8. Average "Price" Relative to Address 

 

 
Figure 9. Average "Price" Relative to Certificate 
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From the visualization of Figures 8 and 9, some information is obtained, namely: 
• For the address variable, the average price tends to be similar between the Sukun, 

Blimbing, and Lowokwaru sub-districts, around IDR 1.5 billion. Whereas those with 
addresses at Koljen have an average price that tends to be high, around 2.5 billion 

• In the certificate variable, the average price for houses that have SHGB and SHM 
certificates tends to be higher than for houses that have AJB certificates. 

 

 
Figure 10. Correlation Matrix for Numerical Features 

From the visualization of Figure 10, it can be concluded that variables or features of land area and 
building area have a high influence on prices, while the electricity variable has a low correlation. 

 
3.5.  Data Preparation - One Hot Encoding 

 This stage is the stage where categorical data will be converted into numeric data. Here it 
has 2 categorical data namely address and certificate. At this stage, new variables will be created 
based on the many types of categorical data. In the address variable, there are 5 types and in the 
certificate variable there are 3 types, so later there will be 8 new variables whose values are 0 and 1 
based on the value of these variables. 

 
Table 2. Dataset After One Hot Encoding Process 

Variable Type Data Type 
Number of Bedrooms Features Float 

Total Bathrooms Features Float 
Surface Area Features Float 

Price per Meter Features Float 
Cut_sukun Features Float 

Cut_kedungkandang Features Float 
Cut_klojen Features Float 

Cut_lowokwaru Features Float 
Cut_Blimbing Features Float 
Building Area Features Float 

Cut_SHGB Features Float 
Cut_AJB Features Float 
Cut_SHM Features Float 
Interiors Features Float 
Parking Features Float 

Electricity Features Float 
price Target Float 
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3.6.  Data Preparation - Dimension Reduction with PCA 
 Dimension reduction techniques are procedures that reduce the number of features while 

retaining the information in the data. The most popular dimensionality reduction technique is 
principal component analysis or PCA. It is a technique for reducing size, extracting features, and 
transforming data from an "n-dimensional space" into a new coordinate system with m dimensions, 
where m is less than n. 

PCA works with linear algebra methods. The data set is assumed to be the most important 
(primary) with the greatest variance direction. PCA is usually used when the variables in the data 
are highly correlated. This high correlation indicates that the data is repeatable. Therefore, the PCA 
technique is used to reduce the original variables into a small number of new variables that are not 
linearly correlated, which are called principal components (PC). This principal component can 
capture most of the variance of the original variable. So that when the PCA technique is applied to 
the data, it only uses the main components and ignores the others. 

Below is an explanation of each major component (PC): 
• the first principal component represents the direction of greatest variance in the data. It 

collects the most information from all data characteristics. 
• the second principal component captures most of the data left after the first principal 

component. 
• the third principal component collects most of the data left by the first principal 

component, the second computer, etc. 
From the one-hot encoding process, more and more variables are created, which makes the 

training process longer and less effective. There are 8 new variables, namely Cut_Blimbing, 
Cut_kenedukandang, Cut_klojen, Cut_lowokwaru, and Cut_sukun which have the same 
information, namely address, while Cut_SHGB, Cut_AJB, Cut_SHM have the same information, 
namely certificates. PCA will reduce dimensions, into a new coordinate system. In this case, the 
new variables will be reduced based on the original variables, namely addresses, and certificates. 
 
3.7.  Data Preparation - Normalization 

 Machine learning will have better performance and will be faster when modeled with data 
that has the same or close scale. This normalization process will make processing by this machine 
learning algorithm easier. Normalization is used to scale values to fit within a certain range. 
Adjusting the range of values is especially important when dealing with different Attribute units 
and scales. This normalization stage is the stage where the values contained in the data will be 
changed to a value range of 0-1. 
 
3.8.  Modeling 

 The random forest algorithm is one of the algorithms included in supervised learning. This 
algorithm can solve classification or regression problems. The Random Forest algorithm is 
included in ensemble learning. This ensemble learning works with several methods that work 
together to carry out its performance. 

Two results will be described in this study based on the system design made previously, 
namely the predicted results using only random forests and the results using a combination of PCA 
and random forests. A comparison of the results between the combination of PCA and random 
forest and the model without PCA was carried out to see whether the use of PCA and random 
forest, especially in terms of predicting house prices, could work optimally or not. All stages before 
entering the modeling stage are the same, but the difference is the application of PCA. PCA is 
applied at the data preprocessing stage, namely reducing address and certificate features which are 
broken down into several new variables. 
 
3.9.  Evaluation 

 To ensure the method used is good or not, namely by testing it. To evaluate the regression 
model technically, it only calculates the difference between the actual value and the predicted 
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value, which in this case can be called an error. To test, the matrix that will be used is the RMSE 
matrix, the following is the equation 

𝑅𝑀𝑆𝐸 = &
∑ (𝐴𝑡 − 𝐹𝑡)2"
#$1

𝑛  

Where At is the actual value / actual value, Ft is the predicted value, and N is the number 
of datasets. 

Then tested the model with several iterations, this study used 4 iterations namely 100, 500, 
1000, and 2000. The following are the results of testing the evaluation of the PCA and random 
forest models which will be presented in Table 3 

 
Table 3. Result Evaluation 

Iterations 
PCA + Random Forest Random Forest 
Error Time Error Time 

100 0,018 755 0,032 875 
500 0,018 4095 0,031 4590 
1000 0,018 9089 0,031 10779 
2000 0,018 17732 0,031 19657 

Average 0,0180 7918 0,03125 8975 
 

 

 
Figure 11. RMSE Value of Testing Model 

 
From Figure 11 it can be seen that the evaluation results use the error value, namely using 

the RMSE. From the visualization results, there are 4 iterations, namely 100, 500, 1000, and 2000. 
The error value on the random forest graph at iteration 100 has an error value of 0.032, and 
iterations 500, 1000, and 2000 have an error value of 0.031. The PCA and random forest graphs at 
iterations 100, 500, 1000, and 2000 have the same error value of 0.018. 
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Figure 12. Runtime Training Model 

 
From Figure 12 it can be seen the results of the model training time. From the visualization 

results, there are 4 iterations, namely 100, 500, 1000, and 2000. The model training time on the 
random forest graph at iteration 100 takes 875 milliseconds, iteration 500 takes 4590 milliseconds, 
iteration 1000 takes 10779 milliseconds, and iteration 2000 takes 19657 milliseconds. On the PCA 
and random forest graphs, 100 iterations take 755 milliseconds, 500 iterations take 4095 
milliseconds, 1000 iterations take 9089 milliseconds and 2000 iterations take 17732 milliseconds. 

From the results of the training which can be seen in Table 3 and the visualization of 
Figures 11 and 12, it can be concluded that the use of the evaluation results of models using PCA 
has a smaller error rate and more consistent values, with an average of 0.018. While the results of 
the evaluation without PCA and using only Random Forest have a higher error value with an 
average of 0.03125. The training time using the PCA model has a faster time, with an average of 
7918 milliseconds, while those using only random forest without PCA have an average time of 
8975 milliseconds. 
 
4. CONCLUSION  

The results of the analysis can be concluded that the most sales of houses are in the Lowok 
Waru sub-district area, and houses that have SHM certificates - Freehold Certificates have high 
sales. Of the several variables, the variables or features of land area and building area have a high 
influence on prices, while the electricity variable has a low correlation. Then for model training 
results it can be concluded that the use of model evaluation results using PCA has a smaller error 
rate and the value is more consistent with an average of 0.018. While the results of the evaluation 
without PCA and using only Random Forest have a higher error value with an average of 0.03125. 
The training time using the PCA model has a faster time, with an average of 7918 milliseconds, 
while those using only random forest without PCA have an average time of 8975 milliseconds. 
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