
 Abstract—Breast cancer is a pressing non-

communicable disease, especially affecting women, with its 

incidence on the rise. In 2020, it ranked among the most 

common cancers in Indonesia. Timely detection and 

precise diagnosis are pivotal for effective breast cancer 

management. To enhance diagnostic accuracy, the K-

means clustering method is applied to group patients 

based on shared attributes. This research aims to 

contribute significantly to breast cancer diagnosis by 

leveraging the K-means method, potentially improving 

patient survival rates. 

The research process involves data collection, 

preprocessing, K-means application, evaluation, and 

visualization. A dataset of 569 breast cancer patient 

records with 32 attributes from Kaggle is utilized. The K-

Means algorithm is assessed using accuracy, yielding a 

value of 0.8457, signifying good performance. Malignant 

cases (211) and benign cases (301) are visualized in a 

scatter plot, distinguishing between them. 

In conclusion, this study presents an initial step in 

utilizing the K-means algorithm for breast cancer 

diagnosis, offering promising results. Further research and 

the development of more advanced models are imperative 

to address the global health challenge posed by breast 

cancer among women. 

 
Index Terms—breast cancer; clustering; K-Means 

Algorithm  

I. INTRODUCTION 

reast cancer is one of the non-communicable 

diseases that has a significant impact on public 

health. Breast cancer has emerged as one of the most 

prevalent diseases, particularly among women, with an 

increasing incidence rate in recent years, making it a 

significant public health concern.  
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Fig. 1. Cases of cancer in Indonesia in the year 2020 

 

According to data officially released by the Global 

Cancer Statistics (GLOBOCAN) in 2020 (Figure 1), 

breast cancer is one of the most common types of cancer 

in Indonesia. The chart below illustrates the cases of 

cancer in Indonesia in the year 2020. Based on the 

statistical table released by GLOBOCAN (Figure 2), 

breast cancer is a type of disease that is frequently found 

in women, and the statistics indicate that its prevalence 

is higher among the female population compared to 

males. 

 
Fig. 2. Statistical data on cancer cases in the year 2020 

 

Early detection and accurate diagnosis play a crucial 

role in the management of breast cancer. The 

identification of breast cancer types continues to be 

improved through research and the development of new 

methods, with the aim of enhancing efficiency and 

accuracy in the diagnostic process. One of the methods 

that can be applied is the K-Means method. The K-

means method is one of the clustering algorithms used 

to group data based on their similar characteristics [1]. 

The K-means method is employed to identify patterns 

and categorize patient data based on relevant attributes. 

This research aims to apply the K-means method in 

the diagnosis of breast cancer types. Through the 

analysis of collected patient data, the K-Means method 

is used to group patients into clusters with similar 
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characteristics of cancer types. This research is expected 

to make a significant contribution to the field of breast 

cancer diagnosis by leveraging the advantages of the K-

means method. Higher diagnostic accuracy will enable 

better early detection and timely treatment, which, in 

turn, can improve patient survival rates and reduce the 

adverse impact of breast cancer. 

 

II. MATERIALS 

A. Breast Cancer 

Breast cancer is the most common type of cancer 

occurring in women worldwide [2]. This disease occurs 

when cells within breast tissue undergo uncontrolled 

growth. Breast cancer can be categorized into several 

types based on the characteristics of cancer cells, such 

as invasive ductal carcinoma, invasive lobular 

carcinoma, ductal carcinoma in situ, and so on. It is 

crucial to achieve an accurate diagnosis and 

differentiate between these types of breast cancer to 

plan appropriate treatment. The process of diagnosing 

breast cancer involves a series of steps aimed at 

identifying the presence of cancer, determining its type, 

and assessing its stage. These stages include gathering 

information from the patient, physical examinations, the 

use of imaging technology, and taking breast tissue 

samples for biopsy. The significance of timely and 

precise diagnosis is paramount in determining the 

course of treatment to be administered. 

 

B. Data Mining 

Data mining became known in the 1990s when the 

utilization of data became essential in various fields, 

ranging from academia to business and medicine [3]. 

Data mining is the process of exploring and uncovering 

knowledge to extract valuable patterns from large and 

complex datasets. In the context of breast cancer 

diagnosis, data mining is employed to identify useful 

patterns for distinguishing breast cancer types, detecting 

risk factors, or predicting treatment responses. The 

application of data mining techniques can provide 

profound insights from breast cancer patient data and 

enhance the accuracy of the diagnostic process. 

 

C. K-Means Clustering Algorithm Mining 

Clustering is a technique in data mining [4] where this 

algorithm operates in an unsupervised manner, meaning 

it doesn't require training or guidance. In data mining, 

there are two types of clustering methods for data 

grouping, namely hierarchical clustering and 

nonhierarchical clustering [5]. 

The K-means algorithm is one of the commonly used 

clustering algorithms in data mining [6]. The K-means 

algorithm falls under nonhierarchical clustering, which 

works by grouping data into clusters with similar 

characteristics based on the distance between the data 

points. Data grouped within a cluster exhibit high 

similarity and significant differences compared to other 

clusters [7]. 

The K-Means algorithm has been widely applied 

across various fields for data analysis and clustering 

purposes. Examples of its applications encompass 

domains such as agriculture [8], environmental science 

[9][10], education [11][12], and healthcare [13]-[15]. 

Several studies have even noted that, in some cases, the 

K-Means algorithm has demonstrated greater 

effectiveness in data clustering compared to alternatives 

like the K-Medoids algorithm [14]. 

In breast cancer diagnosis, the K-means algorithm can 

be applied to group patients into clusters with similar 

cancer type characteristics. The steps of the K-Means 

algorithm in data clustering are illustrated in Figure 3.  

 

 
Fig. 3. K-means Algorithm Flowchart 

 

Based on Figure 3 above, the stages of the clustering 

algorithm process using the K-Means method [16] are 

as follows: 

a. Determine the number of clusters, k. 

b. Initialize k cluster centers or centroids. There are 

several common methods used in this process, but the 

primary method chosen at this stage is typically random 

initialization. 

c. Allocate all data/objects to the nearest cluster. To 

perform data grouping around each centroid, the 

Euclidean distance (d) theory is used, formulated as 

follows: 

 

𝑑𝐸𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛(𝑥, 𝑦) =  √∑(𝑥𝑖 − 𝑦𝑖)2

𝑛

𝑖=1

 

(1) 

 

where xi = centroid and yi corresponds to the number of 

n attributes (columns). 

 

d. Calculate the new centroid using the mean formula, 

which involves computing the average values of the 

points within each cluster. 

e. Repeat steps c through d until there are no further 

changes in cluster membership or data convergence. 

 

D. K-Means Algorithm Implementation  

The implementation of the K-means algorithm in 

diagnosing breast cancer types involves the following 
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steps: 1) Gathering breast cancer patient data that 

includes relevant attributes such as age, family history, 

tumor size, and other examination results; 2) Data 

Preprocessing, this step includes data normalization or 

standardization and handling missing or incomplete 

data; 3) Application of the K-means Algorithm, 

applying the K-means algorithm to cluster patient data 

into groups with similar characteristics. 4) Clustering 

Results Evaluation, evaluating the clustering results to 

determine the accuracy of the K-means algorithm in 

diagnosing breast cancer types. 5) Visualization of 

Clustering Results, creating scatter plots or other 

visualizations to represent the clustering results, aiding 

in the interpretation and understanding of the data. 

 

III. METHOD 

In this research phase, a systematic explanation is 

provided regarding the sequence of processes employed 

in the study. The stages outlined in this sequence can be 

understood starting from needs analysis to research 

outcomes. This research involves several phases, 

including data needs analysis, data collection, literature 

review, data preprocessing, data analysis using the K-

Means algorithm using the Python programming 

language on the Google Colab platform, evaluation, and 

visualization of the results. Based on this sequence, the 

research stages will be illustrated in Figure 4 below. 

 
Fig. 4. Research Phases 

 

A. Data Collection 

Data collection aims to gather the necessary data to 

test the research hypothesis. By collecting relevant and 

valid data, the research can provide stronger, more 

accurate, and more meaningful results, which, in turn, 

can support better decision-making and contribute to 

scientific knowledge. 
 

B. Data Preprocessing 

Before proceeding with the analysis of the dataset 

using the K-Means algorithm, the dataset must undergo 

a preprocessing stage to clean the data and remove 

irrelevant data. Data preprocessing is a crucial step in 

data preparation before analysis or modeling is 

performed. By conducting data preprocessing, the data 

becomes easier to interpret. 
 

C. K-Means Clustering 

In this study, clustering analysis on breast cancer data 

is conducted using the K-Means algorithm. The K-

Means algorithm operates by grouping data into clusters 

that exhibit similar characteristics based on the distance 

between the data points. 
 

D. Evaluation 

The evaluation stage is conducted to assess the 

accuracy of the clustering results generated by the K-

Means algorithm. The evaluation of clustering results is 

performed by comparing the actual labels from the 

dataset with the labels generated by the K-Means 

algorithm. 
 

E. Knowledge Presentation 

The resulting clusters are subsequently represented in 

the form of graphs for ease of understanding by users. 

IV. RESULT AND DISCUSSION 

A. Data Collection 

The data utilized in this research is a breast cancer 

patient dataset obtained from the Kaggle website 

(https://www.kaggle.com/datasets/nancyalaswad90/brea

st-cancer-dataset?topic=recentlyViewed) as shown in 

Figure 5. The dataset used comprises 32 attributes and 

569 data samples related to breast cancer patients, 

which can be seen in Tables 1 (a)-(e). 

 
 Fig. 5. Breast cancer dataset in Kaggle 

 

Table  1 (a). Breast cancer dataset

id 
diag 

nosis 

radius_ 

mean 

texture_ 

mean 

perimeter_ 

mean 

area_ 

mean 

smoothness_ 

mean 

compactness_ 

mean 

842302 M 17.99 10.38 122.8 1001 0.1184 0.2776 

https://www.kaggle.com/datasets/nancyalaswad90/breast-cancer-dataset?topic=recentlyViewed
https://www.kaggle.com/datasets/nancyalaswad90/breast-cancer-dataset?topic=recentlyViewed
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Table  

1 (b). 

Breast 

cancer 

datase

t

id 
concavity_m

ean 

concave_ 

points_mean 

symmetry_m

ean 

fractal_ 

dimension_ 

mean 

radius_

se 

texture_

se 

perimeter

_se 

842302 0.3001 0.1471 0.2419 0.07871 1.095 0.9053 8.589 

842517 0.0869 0.07017 0.1812 0.05667 0.5435 0.7339 3.398 

843009

03 0.1974 0.1279 0.2069 0.05999 0.7456 0.7869 4.585 

843483

01 0.2414 0.1052 0.2597 0.09744 0.4956 1.156 3.445 

… … … … … … … … 

… … … … … … … … 

927241 0.3514 0.152 0.2397 0.07016 0.726 1.595 5.772 

92751 0 0 0.1587 0.05884 0.3857 1.428 2.548 
 

Table  1 (c). Breast cancer dataset

id 
area_

se 

smoothness

_se 

compact 

ness_se 

concavity

_se 

concave_ 

points_se 

symmetry

_se 

fractal_ 

dimension_se 

842302 153.4 0.006399 0.04904 0.05373 0.01587 0.03003 0.006193 

842517 74.08 0.005225 0.01308 0.0186 0.0134 0.01389 0.003532 

843009

03 94.03 0.00615 0.04006 0.03832 0.02058 0.0225 0.004571 

843483

01 27.23 0.00911 0.07458 0.05661 0.01867 0.05963 0.009208 

… … … … … … … … 

… … … … … … … … 

927241 86.22 0.006522 0.06158 0.07117 0.01664 0.02324 0.006185 

92751 19.15 0.007189 0.00466 0 0 0.02676 0.002783 
 

Table  1 (d). Breast cancer dataset

id 

radius

_ 

worst 

texture_ 

worst 

perimeter_ 

worst 

area_ 

worst 

smooth 

ness_worst 

compact 

ness_worst 

concavity_ 

worst 

842302 25.38 17.33 184.6 2019 0.1622 0.6656 0.7119 

842517 24.99 23.41 158.8 1956 0.1238 0.1866 0.2416 

843009

03 23.57 

25.53 152.5 1709 0.1444 0.4245 0.4504 

843483

01 14.91 

26.5 98.87 567.7 0.2098 0.8663 0.6869 

… … … … … … … … 

… … … … … … … … 

927241 25.74 39.42 184.6 1821 0.165 0.8681 0.9387 

92751 9.456 30.37 59.16 268.6 0.08996 0.06444 0 

 

Table  1 (e). Breast cancer dataset 

id concave_points_worst symmetry_worst fractal_dimension_worst 

842302 0.2654 0.4601 0.1189 

842517 M 20.57 17.77 132.9 1326 0.08474 0.07864 

843009

03 
M 19.69 21.25 130 1203 0.1096 0.1599 

843483

01 
M 11.42 20.38 77.58 386.1 0.1425 0.2839 

… … … … … … … … 

… … … … … … … … 

927241 M 20.6 29.33 140.1 1265 0.1178 0.277 

92751 B 7.76 24.54 47.92 181 0.05263 0.04362 
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842517 0.186 0.275 0.08902 

84300903 0.243 0.3613 0.08758 

84348301 0.2575 0.6638 0.173 

… … … … 

… … … … 

927241 0.265 0.4087 0.124 

92751 0 0.2871 0.07039 

 

B. Data Preprocessing 

 

The data preprocessing stage encompasses a series of 

data processing steps aimed at enhancing data quality 

and preparing it for use in clustering using the K-Means 

algorithm. Before commencing the data preprocessing 

stage, the initial step is to import several libraries and 

read the dataset in Google Colab. Subsequently, data 

preprocessing steps such as dropping data, data 

cleaning, data transformation, feature selection, and data 

reduction are carried out. 

 

Import Libraries 

Import several libraries such as numpy, pandas, 

seaborn, and matplotlib in Google Colab. 

 
Fig. 6. Import Libraries 

 

Read Dataset 

The next step is to read the dataset. 

 
Fig. 7. Read Dataset 

 

Data Dropping  

Performing data dropping of unused data. In this 

dataset, the features "id" and "Unnamed 32" are dropped 

because both features have no significance in the data 

processing that follows. 

 
Fig. 8. Data Dropping 

 

Data Cleaning 

This stage is carried out to check for missing values 

in the dataset. Upon completion, it is determined that 

there are no missing values in the data. 

 
Fig. 9. Data Cleaning Process 

 

 

Data Transformation 

The diagnostic feature in the dataset used in this 

research is not yet in numeric form. Therefore, the 

researcher needs to transform the values in the 

diagnostic feature into numeric values through data 

transformation. 

 
Fig. 10. Data Transformation Process 

  

From the data transformation process into numeric 

values mentioned above, "Malignant," represented by 

"M" indicating malignancy, is converted to the number 

"0," while "Benign," represented by "B" signifying 

benign characteristics, is represented by the number "1." 

The initial results obtained are shown in Figure 11 

below. 

 
Fig. 11. Diagnosis Feature in The Dataset 

 

 Figure 11 above indicates that there are 212 data 

points related to malignant breast cancer, while benign 

breast cancer comprises 357 data points. 

 

Feature Relocation 

The relocation of the diagnosis feature is carried out 

because this feature will later serve as the label or target 

for the implementation of the K-Means algorithm. 

 
Fig. 12. Diagnosis Feature Relocation 

 

Data Reduction 

After conducting an analysis of data correlations, it 

was found that there are several features showing high 

correlations. To address this situation, the researcher 
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decided to reduce the number of features with high 

correlations. As a result, after the reduction, there are 21 

features remaining out of the initial 32 features in the 

entire dataset. 

 

 
  Fig. 13. Data Reduction 

 

C. K-Means Clustering 

At this step, the K-Means algorithm will be 

implemented on the dataset resulting from the data 

preprocessing step. The process of implementing the K-

Means algorithm is illustrated in Figure 14 below. 

 
Fig. 14. K-Means Algorithm Implementation 

 

D. Evaluation 

The performance evaluation of the K-Means 

algorithm is carried out using the accuracy metric. This 

evaluation is conducted to measure the precision of the 

K-Means algorithm in classifying breast cancer types. 

The accuracy value is calculated by comparing the 

actual labels from the dataset with the labels resulting 

from the K-Means clustering. The accuracy value 

obtained is 0.8457. A higher accuracy indicates better 

performance of the algorithm in predicting breast cancer 

types. 

 
Fig. 15. Evaluation of The Results of The K-Means Algorithm 

Analysis 

 

E. Knowledge Presentation  

Based on the earlier implementation of the K-Means 

algorithm, it was identified that 211 data points 

correspond to malignant breast cancer, while 301 data 

points correspond to benign breast cancer. The 

researcher used a scatter plot to provide a visual 

representation of the clustering results, as shown in the 

image below. When examining the graph, the yellow-

colored points indicate breast cancer with benign 

characteristics, while the purple-colored points represent 

malignant breast cancer. 

 
Fig. 16. Knowledge presentation 

V. CONCLUSION 

In this research, the implementation of the K-Means 

clustering algorithm was conducted for diagnosing 

breast cancer types. The dataset used contains relevant 

features related to breast cancer. Prior to the data 

analysis using the K-Means algorithm, data 

preprocessing was performed. The analysis revealed 

that 211 data points correspond to malignant breast 

cancer, while 301 data points were identified as benign 

breast cancer. Accuracy measurement was conducted by 

comparing the actual labels in the dataset with the labels 

generated by the K-Means algorithm during the 

clustering process. The result indicated an accuracy of 

0.845703125, signifying a good level of accuracy. 

This research represents an initial step, and in the 

medical context, further research and the development 

of more complex models are needed to address the 

health challenges faced by millions of women 

worldwide. 
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