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Abstract. Forest fires are major environmental issues, especially in Indonesia 

which has the large area of forests. It becomes national problems that must be 

integrally and systematically resolved. Forest fires prediction and mapping are 

one of the approaches providing information about potential forest fire areas. The 

meteorological conditions (e.g., temperature, wind speed, humidity) are known 

features influencing forest fires to spread. In this research, we combine the infor-

mation from meteorological data and the forest fires incident in Indonesia for a 

specific location and time to map and predict forest fire areas. Forest fires data 

obtained from BNPB website from 2011 until 2023 and then combined with me-

teorological data at the corresponding time. Grouping closest points into one 

cluster is the first step to map the data using IMSTAGRID algorithm. This algo-

rithm is the adaptation of the grid density clustering method implemented for 

spatiotemporal data which provides a good clustering result with Silhouette val-

ues up to 0.8175.  
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Clustering, HDBSCAN 

1 Introduction 

Indonesia is a country with a large area of forest and a tropical climate, which often 

causes forest fires every year. Forest fires have numerous consequences, many of which 

are detrimental to humans and other ecosystems. Forest fires can affect ecological, cli-

mate change, economic and health effects [1]. Fires can destroy the habitat of animals, 

especially endangered wildlife in Indonesia. The ozone problem in the troposphere is 

influenced by smoke from fires as well, which can affect climate change. Fire smog 

causes considerable economic losses, such as tourism, agriculture, forestry, health, and 

the transport sector, because of poor visibility and heavy breathing [1]. According to 

the Indonesian National Board for Disaster Management, as of February of 2023 alone 

there has been 30 occurrences of forest fire in Indonesia. While the most severe year of 

forest fires in Indonesia happened in 2019 with 757 occurrences.   
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Forest fires can be caused by natural causes or intentionally by humans. Human-

caused forest fires should be prevented and punished by the legal system, but environ-

mental causes can be predicted and avoided. Climate is one of many natural factors that 

can cause forest fires because it influences the level of surface fuel dryness, the amount 

of oxygen, and the rate at which the fire spreads.[2]. As a result, an effort should be 

made to overcome this disaster; one approach is to develop an early warning system 

using spatiotemporal projection and predict the characteristics of potential forest fire 

areas. 

 

 

Fig 1. Greatest Number of Fire Alerts by Province (Jan 2013-July 2018) (Global Forest 

Watch 2014) 

The spatiotemporal projection is generated by mapping the values of a 3-dimensional 

and time-evolving physical quantity into a 2-dimensional space with spatial and tem-

poral axes [3]. Spatiotemporal data mining is broadly used to reveal patterns or phe-

nomena of natural events such as the identification of earthquake disaster areas, forest 

fires identification, and mapping of potential fishing zones [4]. The clustered results of 

spatiotemporal mapping will be combined with meteorological features for the corre-

sponding location to predict potential forest fire areas. The meteorological features that 

are used, for example, temperature, wind, humidity. 

Therefore, in this research, we begin by analyzing the causes of forest fires and then 

develop a system to perform clustering on the dataset using the Imstagrid algorithm [5]. 

The system utilizes spatiotemporal clustering to cluster the forest fire locations. Mete-

orological features are combined with the clustering results to create a model that can 

cluster data and, hopefully, predict the potential area of forest fire in the future. 

2 Previous Study 

The study of forest fires has been widely implemented by many researchers around the 

world, which mostly utilize sensory technology. Umamaheshwaran proposed an image 

mining method using images from the Meteosat-SEVIRI sensor that produced a linear 

model of forest fires with vegetation and wind direction [6].  



A study of the parameters influencing the forest fire process is also being conducted 

in order to formulate the characteristics of forest fire types. Time of fire, land cover 

type, altitude of forest land, slope of land, and forest fire statistics are all factors that 

can influence forest fires. This model has been validated using data from NOAA-

AVHRR and Terra MODIS satellites [7]. Another point that needs to be considered in 

determining potential forest fire is the size of the grid from the image used against ex-

isting weather observations [8]. Another study of forest fire-related variables is how to 

determine the linkages between land cover types and vegetation with fires [9]. The 

study succeeded in describing the potential vegetation types of forest fires by using 

imagery from satellite sensing. 

 

Huang et al. conducted research in high-risk areas to understand the spatial distribu-

tion of high fire risk using the HDBSCAN algorithm and early warning weather [10]. 

The data came from satellite data of Yunnan Province during 2015-2019  

 

3 Spatiotemporal Clustering 

Spatiotemporal clustering is one method for analyzing spatiotemporal data. Clustering 

spatiotemporal data can be done directly in 3-dimensional space (time and 2-dimen-

sional space) or alternatively, i.e., in new temporal-spatial data or otherwise. [11].  

 

The most widely used spatiotemporal clustering method for analyzing large spatio-

temporal datasets is DBSCAN. It has the ability to find clusters of varying shapes such 

as linear, oval, concave and other shapes. DBSCAN, unlike other clustering algorithms, 

does not require the number of clusters to be determined. Birant and Kut proposed S-

DBSCAN that improves the performance of DBSCAN by adding 3 marginal extras in 

DBSCAN to identify core objects, noise objects and adjacent clusters [12]. 

 

The spatiotemporal clustering method used for the data of natural phenomena and 

adjusting to the nature of the data is one of the methods developed based on density and 

grid. This method proved very robust to handle data of different data types with the 

result of accuracy reach 82.68% [4]. 

 

4 Data, Method, and Implementation of Imstagrid 

4.1 Data 

The forest fire data utilized in this study is spatiotemporal data which is combined with 

meteorological data at Indonesian area taken from August 2011 to 2023. The forest fire 

data obtained from BNPB website [18] includes longitude, latitude, date, month, and 

year. 
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Using the obtained latitude and longitude data, meteorological features of the loca-

tion can be obtained from World Weather Online websites. The site provides a REST 

API for accessing weather data since July 1, 2008. The API is accessed under the "GET" 

method and will return weather components such as air temperature (in Celsius and 

Fahrenheit), weather description, weather icon, and wind speed in JSON (JavaScript 

Object Notation) format, XML, or CSV. Intake of weather data can be taken by city 

name, IP address, latitude, and longitude coordinates (in decimal), for UK, US, and 

Canadian countries can use zip code (World Weather Online 2008). 

List parameters of the final dataset comprise of 14 features which are Year, Month, 

Day, Latitude, Longitude, tempC (temperature), precipMM (precipitation), humidity, 

cloudcover, HeatIndexC, DewPointC, windspeedKmph, WindGustKmph and aggre-

gate Time with a total of 2846 rows of data. Despite the extensive range of features 

encompassed by this dataset, it is not without shortcomings. One notable limitation 

pertains to the unknown extent of severity in the forest fire data, which creates uncer-

tainty regarding the potential impact of the fires on weather conditions. The influence 

of these fires on weather patterns remains unknown. It is conceivable to treat this type 

of data as an anomaly or outlier; however, given the dataset size, it is unlikely to exert 

a substantial influence on the overall results. Figure 2 shows the plot of the forest fire 

dataset used in this research. 

Fig 2. Dataset Visualization 

4.2 Method 

In this study we take several steps to get to the results. Our study consists of 5 phases 

as illustrated in Figure 3. For the data acquisition step we collect the data from BNPB 

website which is a government instantion for disaster management. Then, the dataset is 

cleaned and the resulting data is used to train IMSTAGRID. The created cluster is 



analysed for the best parameters combination and validated using silhouette index 

method. 

 

 

 

 

 

Fig 3. Methodology 

 

4.3 HDBSCAN 

HDBSCAN (Hierarchical Density-Based Spatial Clustering of Applications with 

Noise) [13] is a developed version of DBSCAN [14] algorithm which is used for clus-

tering purposes. HDBSCAN improves density-based clustering method by establishing 

a hierarchical representation of the clusters [15], the algorithm's execution produces a 

hierarchy that can be effectively utilized for cluster extraction and outlier detection. 

HDBSCAN addresses the limitations of DBSCAN by enabling the identification of 

clusters with varying densities. For this research, we will use HDBSCAN algorithm as 

the baseline to compare how well the Imstagrid algorithm works.  

4.4 Implementation IMSTAGRID Clustering Algorithm 

In this study, we adopted the Imstagrid clustering algorithm for processing the spatio-

temporal forest fire data. The adaptations for spatiotemporal clustering from the Imsta-

grid algorithm are in the partitioning phase and computing the distance threshold (r). In 

terms of partitioning mechanism, Imstagrid outperforms previous clustering methods 

such as ST-AGRID [16]. Using ST-AGRID would result in unequal data spread and 

interval, resulting in cells in a different shape of cube and gaps. Imstagrid overcame 

this problem by recommending a uniform interval (L) value for the spatial and temporal 

dimensions, resulting in a cube-shaped cell. During the partitioning phase, the data 

space/object is divided into cubes. It is necessary to perform a cubes interval calculation 

when determining the number of cubes. The cubes interval (L) value is obtained by 

dividing each dimension range (upper bound - lower bound) by the number of m cells. 

The number of intervals (L) is only for spatial dimensions (longitude and latitude), 

whereas for temporal dimensions, the cell interval for the dimension is using aggregate 

temporal due to its data structure. Unlike the AGRID+ [17] algorithm approach, which 

uses only one distance threshold value, the Imstagrid algorithm suggests a unique dis-

tance threshold for each dimension (spatial and temporal). Finally, Imstagrid improves 

the density compensation calculation, which determines the density threshold to deter-

mine whether or not a group is a cluster. 

 

Data Acquisition 

 
Data Pre-processing  IMSTAGRID im-

plementation 

Cluster Analysis Validation 
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As each cube (spatial and temporal) is formed, each data object is stored in each 

cube that is relevant to its spatiotemporal coordinates. The phase is then adjusted in 

order to compute the distance threshold (r). Computing the distance threshold much 

depends on the partitioning phase in finding the value of L.  

 

Where 𝜆 is interval weight parameter used, L is interval, and 𝜖 is a small integer 

number, so that the value of 𝑟 < 𝐿/2. After the adaptation step has been done, the rest 

of the steps will be implemented similarly to those in the AGRID+. 

 

In this step of our study, our clustering algorithm, IMSTAGRID is an improvement 

of the ST-AGRID applied to the forest fire dataset.  

(1) Partitioning. The entire data space of forest fire data, which includes the location 

and time of fire, is partitioned into cells based on m which is the number of cells and p 

. The coordinates of each object are then assigned to a cube, and non-empty cubes are 

inserted into a hash table. The cube is a data structure with three dimensions (spatial 

and temporal), the first two of which are longitude and latitude, and the third of which 

is time. 

(2) Computing distance threshold. Determine the neighbourhood radius (r) for each 

data point to other data point in a neighbour. After that we have and based on the ap-

propriate time unit.  

(3) Calculating densities. For each object of data, count the number of objects both in 

its neighboring cells and in its neighbourhood as its density.  

(4) Compensating Densities. For each object of data compute the ratio of the volume 

of all neighbours and that of neighbours considered and use the product of the ratio and 

the density of the cell as the new density.  

(5) Calculating density threshold (DT). The average of all compensated densities is 

calculated and then the DT is computed by finding the average of the density compen-

sation divided by theta parameters which are coefficients that can be tuned in to get a 

different cluster level.  

(6) Clustering automatically. First, each object with a density greater than DT is con-

sidered a cluster. Then, for each object, examine each object in the neighboring cells to 

see if its density exceeds the density threshold and its distance from the object exceeds 

the distance threshold. If yes, then merge the two clusters to which the two objects 

belong. Continue the merging procedure described above until all eligible object pairs 

have been checked. 

 

4.5 Hyperparameter Search 

Both the HDBSCAN and Imstagrid algorithms use different hyperparameters that can 

be tuned to improve clustering results. In this step, we use the Gridsearch method to try 

and find the best parameters for each algorithm. Tables 1 and 2 show the hyperparam-

eter search space for HDBSCAN and Imstagrid, respectively. 

 

 



Table 1. HDBSCAN hyperparameters search  

Hyperparameter Search Space 

Min_samples [2, 3, 4, 5, 6, 7, 8, 9] 

Min_cluster_size [2, 3, 4, 5, 6, 7, 8, 9, 10, 12] 

Cluster_selection_epsilon [0.1, 0.2, 0.3, 0.4, 0.5, 0.8, 0.9] 

Cluster_selection_method ['eom' , 'leaf'] 

 

 

Table 2. Imstagrid hyperparameter search 

Hyperparameter Search Space 

L_spasial [6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16,17,18,19,20,21,22,23,24,25] 

Theta [100, 90, 80, 60, 50, 40, 35, 30, 15, 5] 

Lambda [0.2, 0.5, 0.7, 0.8, 0.9] 

 

4.6 Evaluation 

The method that will be used to evaluate the clustering model is called silhouette anal-

ysis. This method calculates the silhouette index by using the density level within a 

cluster (intra-cluster distance) and the distance between each cluster (inter-cluster dis-

tance).  

The best achievable value for the silhouette index is 1, while the lowest value is -1. 

If the silhouette score approaches 0, it indicates a significant overlap between clusters. 

Formula 1 shows the way to calculate the silhouette index. 

 

 

𝑆𝑖
𝑏𝑖−𝑎𝑖

max(𝑏𝑖,𝑎𝑖)
                                                   (1) 

Si = The silhouette score for data point i 

bi = The inter-cluster distance for data point i 

ai = The intra-cluster distance for data point i 

5  Results 

For the HDBSCAN baseline method, a grid search was performed to determine the 

optimal hyperparameters. The results yielded the following values: min_samples: 9, 

min_cluster_size: 3, cluster_selection_epsilon: 0.1, and cluster_selection_method: 

‘leaf’. The silhouette score obtained for this configuration is 0.5965, it can be under-

stood that HDBSCAN struggled to perform clustering task on this dataset. Figure 4 

illustrates the visualization of the clustering outcome. 
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Table 3 shows the best hyperparameters obtained using the Gridsearch method for 

the Imstagrid algorithm. 100 different combinations of hyperparameters were investi-

gated and the six best scenarios were displayed on table 3. This method yielded the 

highest silhouette score of 0.8175, which outperformed our baseline model. Further-

more, significant observations can be drawn from the data presented in Table 3. The 

clustering results improve as the values of L, lambda, and theta increase. It is worth 

noting, however, that the theta value has a limit of 30 above which the silhouette score 

does not improve further. Figure 5 depicts the clustering results obtained using the Im-

stagrid algorithm. 

 

 

Table 3. Imstagrid Hyperparameter Search Result 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 4. HDBSCAN Clustering result 

 

 

 

Scenario L Agg  Lambda  Theta  Silhouette Score  

1 24 1 0.9  30  0.8124  

2 24 1 0.9  60  0.8124  

3 24 1 0.9  100  0.8124  

4 25 1 0.9  30  0.8175  

5 25 1 0.9  60  0.8175  

6 25 1 0.9  100  0.8175  



 

 
 (a)                (b) 

     Fig 5. a) Scenario 1 Visualization b) Scenario 3 Visualization 

 

6 Conclusion 

Real-world data gathering in research demonstrates that conventional algorithms, such 

as HDBSCAN, may not necessarily perform well in analyzing datasets. This research 

has successfully obtained information indicating that the Imstagrid method exhibits ad-

equate performance and capability in effectively analyzing and clustering datasets with 

silhouette score of 0.8175.  

The process of hyperparameter searching also significantly influences the improve-

ment of the final model's performance. It is observed that, specifically for this dataset, 

higher values of L are positively correlated with the model's performance. Furthermore, 

it is known that the upper limit for the theta value is 30, beyond which the performance 

does not further improve. 

For future research in this field, it is recommended to further develop the analysis of 

data and mapping of areas prone to forest fires in the Indonesian region. 
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