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ARTICLE INFO ABSTRACT

K-Means algorithm can be used to cluster the Human Development Index in

Avrticle history East Java in particular for the people, the hope is that with this development all
Received December 24, 2023 the problems that exist in the community including poverty, unemployment,
Revised February 3, 2024 school dropouts, health and social inequality can be resolved. However, this
Accepted May 6, 2024 algorithm has a weakness that is sensitive to the determination of the initial

centroid. Initial centroids that are determined randomly will reduce the level of
accuracy, often get stuck at the local optimum, and get random solutions.
Optimization algorithms such as PSO can overcome this by determining the
optimal initial centroid. The quality of clusters produced by K-Means algorithm
with and without PSO algorithm is measured using the average Silhouette
Coefficient (SC). In this study, better accuracy was obtained between pure
kmeans and PSO based kmeans where the comparison value of pure kmeans was
0.27% while PSO based kmeans obtained a value of 0.34%. The Human
Development Index data set was obtained from the official website of the
Central Bureau of Statistics and used as secondary data in this study, especially
the East Java region. In addition to program planning in the following year, the
clustering carried out from 2019 to 2022 is also an evaluation of the East Java
Provincial Government's program targets that have been implemented in that
year, especially related to the human quality of life development program.
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1. Introduction

The development programs carried out by the Central Government and Regional Governments
cannot be separated from the high and low Human Development Index (HDI) values [1]. One is in
East Java Province, especially the Situbondo Regency. The HDI in Situbondo Regency has
experienced an increase from year to year [2], [3]. In 2019, the HDI of Situbondo Regency amounted
to 67.09, increased to 67.38 in 2020, and increased again to 67.78 in 2021 and, in 2022, increased to
68.78. 2021 and in 2022, increased to 68.25. Situbondo Regency occupies 12 out of 38 regencies/cities
in East Java, whose highest HDI is Pacitan City, which is 69.37, which is 69.37. However, the HDI
achievements of various districts/cities in East Java do not rule out the possibility of having similar
characteristics of the HDI achievement values collected in the same cluster in the same cluster [4].

While different HDI achievement values will be separated in different clusters.

It is necessary to group districts / cities in East Java Province, through HDI indicators from 2019
to 2022 [5]. Aside from being a planning material program for the following year, the grouping carried
out from 2019 to 2022 is also an evaluation of the East Java Provincial Government's program targets
that have been carried out, also as an evaluation of the East Java Provincial Government's program
targets that have been carried out programs in that year, especially those related to the quality of life
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development program quality of life [6]. The grouping also aims to equalize development in East Java
Province. East Java Province. With equitable development there is a guarantee that all residents can
enjoy the results of development. Cluster analysis is the work of categorizing data (objects) based only
on the information found in the data that describes the object and the relationship between them [7].
The goal is to make objects that joined in a group are objects that are similar (or associated) to each
other and different (or unrelated) to objects in other groups [8], [9]. The greater the similarity
(homogeneity) within the group and the greater the difference among other groups, between other
groups.

Several studies have applied the K-Means algorithm in performing clustering., for example,
research conducted by [10] examines the Grouping of Regency / City in Maluku Province Based on
Human Development Index Indicators in 2014 using the K-Means algorithm to produce decision
planning. K-Means algorithm to produce effective decision planning. The test results on This research
shows that K-Means will produce a good decision. However, according to [11] the selection of the
initial cluster center and the calculation of the local solution affect the process of the performance of
the method and the result of data partitioning. The weakness of initial cluster center selection and
calculation of local solutions in the k-means clustering method provides motivation to Particle Swarm
Optimization (PSO) method [12]. PSO can be used to find new cluster centers according to the number
of clusters that have been determined [13]. The algorithm is modified using the k-means clustering
method for initial clustering, then PSO refines the data groups formed by kmeans clustering [14]. The
guantization error and accuracy values are used to measure how well the PSO method is applied. The

same research was conducted by [15] that in his research using the Davies Bouldin Index a cluster
will be considered to have an optimal clustering scheme is the one that has a minimum Davies Bouldin
Index has a minimum Davies Bouldin Index, so it can be concluded that testing PAMSIMAS data
using K-means PSO found that the method is more optimal.

Also conducted by researchers [16] stated that after comparing the accuracy of attack data grouping
using the PSO method on K-Means and K-Means, the results are different. PSO method on K-Means
and K-Means, of course, obtained different results, where the application of the PSO method on K-
Means produces better Sum of Square Error (SSE), Silhouette, and Quantization error values than
only the application of K-Means. Quantization error is better than only the application of K-Means.
Because according to [17] the application of PSO on K-Means provides better performance than K-
Means algorithm. PSO is a search and optimization technique.

2. Method

Thel pulrposel of this relselarch is to optimizel Clulstelr-baseld in Elast Java on thel Hulman
Delvellopmelnt Indelx. Thel following arel thel stelps to condulct a litelratulrel stuldy as shown in
Fig. 1.
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Fig. 1.Research procedure
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Based on Fig.1, can be explained about the steps of this research. The research methodology begins

with a comprehensive literature study, which serves as the foundational step for understanding the
current landscape of the problem domain. By reviewing existing research, papers, and articles,
researchers gain valuable insights into previous methodologies, approaches, and findings relevant to
the topic under investigation [18]. This process not only provides a solid grounding in the existing
body of knowledge but also helps in identifying gaps and opportunities for further exploration.
Following the literature study, the data collection phase is initiated, aiming to gather relevant datasets
or information essential for analysis and experimentation [19]. This step is crucial for ensuring that
the research is based on accurate and representative data, setting the stage for subsequent analysis.

Once the data is collected, the preprocessing step is undertaken to clean, transform, and format the
raw data to prepare it for analysis [20]. Addressing issues such as missing values, outliers, and
inconsistencies, preprocessing enhances the quality and usability of data for downstream tasks.
Subsequently, optimization using PSO is employed to find the optimal solution to a given problem,
particularly suitable for complex or high-dimensional search spaces. PSO iteratively updates a swarm
of candidate solutions based on their performance and interactions, efficiently exploring large solution
spaces and converging to near-optimal solutions [21]. PSO is one of the algorithms that can be
used to solve different optimization problems. This algorithm belongs to the metaheuristic
method and was discovered by Kennedy and Eberhart in 1995. This algorithm is inspired by the
social behavior of schools of fish swimming and flocks of birds flying in groups. Since it was first
invented, the PSO algorithm has been widely used to solve optimization problems.

After optimization, the K-Means clustering algorithm is applied to partition the dataset into a
specified number of clusters, grouping similar data points together while maximizing the distance
between clusters. This unsupervised learning approach provides insights into the underlying structure
of the data and is widely used for exploratory data analysis, pattern recognition, and segmentation
tasks. The K-Means algorithm is one of the algorithm that is used for clustering purposes and is

the most commonly used. This algorithm will partition a number of data into a number of k groups or
clusters based on their proximity to the centroid. The centroid value in K-Means algorithm is
determined by selecting a number of k data randomly [22]. Determination of similarity data is
calculated using the Euclidean formula Distance [23]. The steps of clustering the Human Development
Index dataset using the K-Means algorithm can be shown in Fig. 2.

Select the number of cluster
center

[
¥

[Set imitial cluster center randoml;-]

Put object to closest cluster
center

Recalculate the new cluster
center

Create cluster based on smallest
distance

Cbjects move to
clusters

Fig. 2. K-Means Algorithm
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Thel first clulstelr deltelrmination on thel Elast Java Hulman Delvellopmelnt Indelx data is as
delscribeld in thel K- Melans Algorithm. Thel celntroid of K-Melans clulstelring algorithm is
optimizeld ulsing PSO in this stuldy. Thel PSO algorithm will deltelrminel a nulmbelr of celntroids
randomly at thel belginning of a preldeltelrmineld nulmbelr of particlels [24]. Thel
celntroids valulel in elach particlel will go to anoptimal valulel as thel vellocity and position
velctors of thel particlel arel ulpdateld. Thel objelctivel fulnction ulseld in this stuldy to
relprelselnt theloptimality is minimizing thel SSEI valulel. Thel smallelr thel SSEI valulel produlceld
by a particlel, thel morel optimal thel particlel is. Thelrelforel, fitnelss fulnction ulseld in this
stuldy is shown in Elqulation (1), whelrel f(p)relprelselnts fitnelss valulel of p-th particlel. Figulrel
3 shows thel particlel relprelselntation ulseld to optimizel thel celntroid in K-Melans. techniques
that can be used in measuring how well an object or data in a cluster, namely the Silhouette Coefficient
[25]. PSO baseld K-melans Clulstelring algorithm is a combination of K-melans Clulstelring.

f@) = (1)

Finally, the evaluation phase assesses the performance and quality of the analysis or model
generated from the data. By comparing the results against ground truth or established benchmarks
using appropriate metrics, researchers can validate the effectiveness and reliability of the proposed
methods, identifying potential shortcomings and informing decisions for future iterations or
improvements. Overall, this systematic and rigorous methodology enables researchers to generate
valuable insights and advance knowledge in their respective fields.

3. Results and Discussion

Thel Hulman Delvellopmelnt Indelx data ulseld in this stuldy is a combination of data on
Elxpelnditulrel pelr Capita, Lifel Elxpelctancy at Birth, Elxpelcteld Yelars of Schooling, and
Avelragel Yelars of Schooling. As in thel elxamplel of HDI data in 2019 Table 1.

Table.1 Preliminary data for 2019

Data i w X Y Z
1 9.033 71.77 12.62 7.28
2 9.883 72.65 13.72 7.21
3 9.865 73.59 12.25 7.28
4 10.891 73.95 13.15 8.07
5 10.861 73.39 12.45 7.29
6 11.146 72.54 12.88 8.01
7 10.270 72.45 13.17 7.27
8 9.274 69.94 11.80 6.22
9 9.525 68.99 13.22 6.18
10 12.264 70.54 12.78 7.13
11 10.665 66.55 13.27 5.71
12 10.097 68.97 13.14 6.12
13 10.972 67.00 12.34 5.77
14 10.381 70.17 12.31 7.11
15 14.609 73.98 14.91 10.25
16 12.860 72.43 12.61 8.49
17 11.533 72.27 13.00 8.53
18 12.200 71.44 12.85 7.63
19 11.650 71.22 13.14 7.80
20 11.779 72.49 14.00 7.96
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Data i W X Y Z
21 11.468 72.16 12.69 6.98
22 10.265 71.36 12.36 7.09
23 10.499 71.26 12.20 6.81
24 11.572 72.27 13.47 7.89
25 13.295 72.61 13.72 9.29
26 8.718 70.11 11.59 5.66
27 8.760 67.96 12.08 4.55
28 8.834 67.45 13.63 6.40
29 9.082 71.22 13.19 5.46
30 12.440 73.96 14.97 9.92
31 13.851 73.60 14.31 10.10
32 16.666 73.15 15.41 10.17
33 12.280 70.19 13.57 8.69
34 13.393 71.40 13.60 9.11
35 13.710 73.21 13.83 10.24
36 16.040 72.75 14.39 11.13
37 17.854 74.13 14.79 10.47
38 12.870 72.54 14.12 9.06

According to [26] deltelrmining thel optimal nulmbelr of clulstelrs and thel belst clulstelring
melthod by comparing thel Silhoulelttel, Davis Boulldin and Calinski Harabasz Indicels of thel threlel
clulstelring melthods by comparing thel Silhoulelttel, Davis Boulldin and Calinski Harabasz Indelxels
of thel threlel clulstelring melthods. So that in this stuldy thelrel arel 5 clulstelrs. Thel clulstelring
relsullts from K-Melans Clulstelr Analysis arel theln fulrthelr analyzeld ulsing Discriminant Analysis
to telst thel acculracy of thel relsullts from K-Melans Clulstelr Analysis [27]. In Calcullating thel
distancel of elach data to thel nelarelst celntroid. Thel nelarelst celntroid willbel thel clulstelr followeld
by thel data. Thel following is the calculation of the distance to each centroid on the 1 data.

d(xy,¢1) = ET(xy; — 1)

i=1

= J(9.033 = 11.15)% + (71.77 — 72.54)? + (12.62 — 12.88)% + (7.28 — 8.01)2 = 2.38 (1)

Determine the optimum number of clusters/groups and the most important in comparing to get the
best algorithm method is the number of clusters/groups by obtaining the standard deviation ratio value
which aims to get the minimum value of standard deviation within groups (SW) and the maximum
value of standard deviation between groups (SB). Minimum standard deviation within groups (SW)
and the maximum value of standard deviation between groups (SB). The best model obtained using
KMedoids is better seen from the comparison of the standard deviation ratio and then applied to the
sentiment analysis of districts / cities in Indonesia in the sentiment analysis of districts / cities in
Indonesia based on HDI numbers each region so as to obtain the region with the highest HDI number
and the region with the lowest HDI in 2019. Clustering Algorithm (K-Means) has the goal of
minimizing the objective function that has been set in the clustering process. The K-means clustering

process can be stopped when one of the following criteria is met, namely when the maximum number
of iterations has been exceeded, when there is little change in the centroid vector during the iterations
or when there is no change in cluster membership. In this study, the PSO algorithm helps initialize the
K-Means Algorithm initial centroid to get closer to the optimal result optimal result. So that the K-
Means algorithm is more efficient in clustering data.
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Data clustering using the PSO based K-means Clustering algorithm shows better results than the
K-Means Clustering method [21]. The particles move iteratively in the search space calculated by the
particle position displacement and velocity change formula to find the global best position. The
clustering results of the k-means algorithm calculation on the example of centroid 1 of the 2019 human
development index are shown in Table 2.

Table.2 List of Cluster Members in 2019

No Claster Member of Cluster Total
| Cluster 1 Pacitan, Ponorogo, Trelnggalelk, Tullulngagulng, Blitar, Keldiri, Malang, Ngawi, Bojonelgoro and
Tulban 10
Lulmajang, Jelmbelr, Bondowoso, Situlbondo, Probolinggo, Pasulrulan, Bangkalan, Sampang,
2 Cluster 2 10
Pamelkasan and Sulmelnelp
3 Cluster 3 Banyulwangi, Mojokelrto, Jombang, Nganjulk, Madiuln, Mageltan, Lamongan, Probolinggo City, 9
and Pasulrulan City
4 Cluster 4 Grelsik, Keldiri City, Blitar City, Mojokelrto City and Batu Cityl
Cluster 5 Sidoarjo, Malang City, Madiuln City and Sulrabaya City 4

Thel calcullation of thel K-Melans clulstelring acculracy shows that in 2019 thel C1 clulstelr is 10
groulps, theln C2 thelrel arel 10 groulps, C3 thelrel arel 9 groulps, C4 thelrel arel 5 groulps and C5
thelrel arel 4 groulps, whilel thosel sulccelssfullly idelntifield with PSO baseld k-melans clulstelring
arel C1 as many as 13 groulps, C2 as many as 4 groulps, C3 as many as 8 groulps, C4 thelrel arel 6
groulps and C5 as many as 7 groulps with different accuracy. Accuracy of Kmelans clulstelring is
27%. PSO baseld kmelans clulstelring is 34%. Thel acculracy comparison of thel hulman
delvellopmelnt indelx clulstelring relsullts is shown in Fig. 3.

optimization visualization
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Fig. 3. Comparison of Kmeans clustering and PSO

From thel acculracy valulels obtaineld, which arel 0.27% for k-melans clulstelring and 0.34% for
PSO baseld k-melans clulstelring, it can bel concluldeld that thel PSO baseld k-melans clulstelring
melthod is belttelr than thel k-melans clulstelring melthod. Thel idelntification elrror is caulseld by
thel high deltelrmination of thel celntelr point (Celntroid) belcaulsel thel deltelrmination is thel
closelst to thel celntroid.

Based on the results of the calculation of the distance between dataset objects using 5 variables in
the Human Development Index data with centroids using k-means clustering by applying a modified
K-Means algorithm by adding a Sum of Square Error value, as well as the calculation of K by trial
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and error to get the minimum Sum of Square Error value, as well as the calculation of K by trial and
error to get the optimal K value, After the SSE value in the cluster with a certain K cluster has reached
the minimum value, then there is no more determination of the new K value, because the SSE value
between objects and clusters has reached the point of 0. The minimum result can reflect the level of
data uniformity in the cluster group is getting better.

4. Conclusion

Optimization of k-melans clulstelring ulsing PSO melthod on hulman delvellopmelnt indelx was
sulccelssfullly implelmelnteld. Thel PSO baseld k-melans clulstelring melthod is belttelr than thel k-
melans clulstelring melthod belcaulsel it has a smallelr qulantization elrror valulel. In this study, better
accuracy was obtained between K-Means Algorithm and PSO based K-Means Algorithm where the
comparison value of K-Means Algorithm was 0.27% while PSO based K-Means Algorithm obtained
a value of 0.34%, The data used in the human development index, namely the combined data of
Expenditure per Capita, Life Expectancy at Birth, Expected Years of Schooling, and Average Years
of Schooling, does not use certain standards / criteria which will result in many variations in value,
for this reason researchers in this study use standardization of values on variables so that it is easier to
calculate and analyze data.
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